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We reconstruct 3-D sandstone models which give a realistic description of the complex pore space observed in actual sandstones. The reconstructed pore space is transformed into a pore network which is used as input to a two-phase network model. The model simulates primary drainage and water injection based on a physical scenario for wettability changes at the pore level. We derive general relationships between pore structure, wettability, and capillary pressure for the different pore level displacement mechanisms which may occur in the network model.

We present predicted transport properties for three different reconstructed sandstones of increasing complexity: Fontainebleau, a water wet Bentheimer, and a mixed wet reservoir rock. Predicted transport properties are in good agreement with available experimental data. For the reservoir rock, both the experiments and the simulated results show that continuous oil films allow low oil saturations to be reached during forced water injection. However, the oil relative permeability is very low.

Introduction

The microstructure of a porous medium and the physical characteristics of the solid and the fluids which occupy the pore space determine several macroscopic properties of the medium. These properties include transport properties of interest such as permeability, formation factor, relative permeability, and capillary pressure. In principle, it should be possible to determine these properties by appropriately averaging the equations describing the physical processes occurring on the pore-scale. The prediction of macroscopic transport properties from the associated pore-scale parameters is a long-standing issue which has been the subject of much investigation. One commonly applied tool in this investigation is the network model.

The premise of the network model is that the void space of a porous medium can be represented by a network of interconnected pores in which larger pores (pore bodies) are connected by smaller pores (pore throats). Since the pioneering work of Fatt1-3, network models have been used extensively to study different displacement processes in simple or idealised porous media4-30. Seldom, however, do such models claim to be representative of reservoir rocks21.

The extension of network modeling techniques to real porous media is hampered by the difficulty of adequately describing the complex nature of the pore space. Advanced techniques such as microtomographic imaging21-25 and serial sectioning26-27 provide a detailed description of the pore space at micrometer resolution. In practice, however, information about the microstructure of reservoir rocks is limited to 2-D thin section images and to pore throat entry sizes determined from mercury injection. These data are insufficient to directly construct a 3-D pore network which replicates the microstructure of the medium. As a result, simplifying assumptions about the topology and geometry of the pore structure must be invoked.

Despite these simplifications, network models have proved to be powerful tools for extrapolating limited measured data and for developing valuable insight into complex multiphase flow phenomena such as capillary pressure and relative permeability hysteresis12,28, the effect of wettability29-32, and three-phase flow33-38. However, the difficulty in adequately describing the pore network of reservoir rocks has prevented network models from being used as a predictive tool, thus greatly limiting their application in the oil industry.

In the present work, geostatistical information obtained from image analyses of 2-D thin sections are used to generate a reliable reconstruction of the complex rock-pore system in 3-D. The network representation of the pore space is constructed from topological and geometrical analyses of the fully characterised reconstructed sample. The pore network is used as input to a two-phase network model which simulates drainage and water injection based on a physical model for wettability alteration on the pore level. Predicted transport properties for different reconstructed sandstones are compared with experimental data.
Experimental

The experimental measurements reported here were performed on outcrop and on reservoir sandstones. The outcrop rock consisted of three homogenous core samples which were cut from a single block of Bentheimer quarried sandstone. This strongly water wet sandstone is well-sorted and composed mainly of quartz (70-80%), feldspar (20-25%), and authigenic clays (2-3%). The main clay component is pore-filling kaolinite. The reservoir rock consisted of two preserved mixed wet core plugs. This North Sea Lower Brent reservoir rock is a micaceous (10-12%) feltspatic (15-19%) sandstone with abundant pore-filling kaolinite. Petrophysical properties for the different plug samples are given in Table 1.

The Bentheimer plugs were tested at room temperature using synthetic brine (3% NaCl) and a paraffinic oil. Measurements on the reservoir core plugs were performed at 70°C using simulated formation brine and a dead crude oil. Fluid properties at the specific test conditions are summarised in Table 2.

### Table 1—Petrophysical Properties for Bentheimer (B) and Reservoir Rock (R) Samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Porosity</th>
<th>ρ (g/cm³)</th>
<th>k_w (mD)</th>
<th>FRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.232</td>
<td>2.640</td>
<td>2840</td>
<td>11.6</td>
</tr>
<tr>
<td>B2</td>
<td>0.241</td>
<td>2.650</td>
<td>2820</td>
<td>12.1</td>
</tr>
<tr>
<td>B3</td>
<td>0.237</td>
<td>2.647</td>
<td>2930</td>
<td>12.0</td>
</tr>
<tr>
<td>R1</td>
<td>0.297</td>
<td>2.67</td>
<td>358</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>0.293</td>
<td>2.67</td>
<td>328</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2—Test Conditions and Fluid Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Bentheimer</th>
<th>Reservoir Rock</th>
</tr>
</thead>
<tbody>
<tr>
<td>temperature (°C)</td>
<td>20</td>
<td>70</td>
</tr>
<tr>
<td>brine density (g/cm³)</td>
<td>1.02</td>
<td>0.99</td>
</tr>
<tr>
<td>brine viscosity (cp)</td>
<td>1.06</td>
<td>0.43</td>
</tr>
<tr>
<td>oil density (g/cm³)</td>
<td>0.76</td>
<td>0.83</td>
</tr>
<tr>
<td>oil viscosity (cp)</td>
<td>1.40</td>
<td>3.11</td>
</tr>
<tr>
<td>oil-water IFT (mN/m)</td>
<td>35.0</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Capillary Pressure. Primary drainage capillary pressure functions for the Bentheimer core plugs were measured by the porous plate method. A ceramic porous plate with a gas-water threshold pressure of 15 bar was installed on the lower end-face of the vertically oriented sample. Water production was measured at nine different drainage pressures in the range zero to 5 bar. The measured capillary pressure data were similar for all three samples and are summarised in Table 3.

Waterflood and secondary drainage capillary pressure functions for the reservoir core plugs were determined from centrifuge displacements. Fluid saturations were calculated from material balance and Karl Fischer analysis at the end of the experiments. The capillary pressure data for the two samples were similar and are tabulated in Table 4. Spontaneous imbibition of water (oil) were measured prior to the waterflood (secondary drainage) and used to calculate Amott wettability indices. Both core plugs spontaneously imbibed both water and oil and the Amott wettability indices (0.08 and 0.1) indicate that the samples are mixed wet.

### Table 3—Primary Drainage Capillary Pressure Data for the Bentheimer Samples

<table>
<thead>
<tr>
<th>Pc (kPa)</th>
<th>Sample B1</th>
<th>Sample B2</th>
<th>Sample B3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2.5</td>
<td>1.0</td>
<td>0.972</td>
<td>0.956</td>
</tr>
<tr>
<td>5.0</td>
<td>0.692</td>
<td>0.648</td>
<td>0.423</td>
</tr>
<tr>
<td>10.0</td>
<td>0.135</td>
<td>0.137</td>
<td>0.129</td>
</tr>
<tr>
<td>20.0</td>
<td>0.090</td>
<td>0.098</td>
<td>0.093</td>
</tr>
<tr>
<td>40.0</td>
<td>0.073</td>
<td>0.080</td>
<td>0.079</td>
</tr>
<tr>
<td>80.0</td>
<td>0.063</td>
<td>0.068</td>
<td>0.068</td>
</tr>
<tr>
<td>150.0</td>
<td>0.056</td>
<td>0.062</td>
<td>0.063</td>
</tr>
<tr>
<td>300.0</td>
<td>0.054</td>
<td>0.057</td>
<td>0.058</td>
</tr>
<tr>
<td>500.0</td>
<td>0.051</td>
<td>0.052</td>
<td>0.055</td>
</tr>
</tbody>
</table>

### Table 4—Capillary Pressure Data for the Reservoir Rock Samples

<table>
<thead>
<tr>
<th>Forced Water Injection</th>
<th>Secondary Drainage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pc (kPa)</td>
<td>Sw (R1)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.403</td>
</tr>
<tr>
<td>-1.8</td>
<td>0.688</td>
</tr>
<tr>
<td>-4.1</td>
<td>0.763</td>
</tr>
<tr>
<td>-7.3</td>
<td>0.802</td>
</tr>
<tr>
<td>-13.8</td>
<td>0.820</td>
</tr>
<tr>
<td>-32.9</td>
<td>0.876</td>
</tr>
<tr>
<td>-71.1</td>
<td>0.901</td>
</tr>
<tr>
<td>-139.5</td>
<td>0.918</td>
</tr>
<tr>
<td>-278.9</td>
<td>0.950</td>
</tr>
</tbody>
</table>

Relative Permeability. Primary drainage and waterflood relative permeability curves for the Bentheimer plugs were determined by the steady state method. The measurements were performed on vertically oriented samples. The total flowrate (200 cm³/hr) was constant during the experiments. Steady state relative permeability measurements were obtained by keeping the oil and water flowrates constant until the conditions in the core stabilised. The pressure drop across the core was monitored continuously using a differential pressure transducer. Relative permeability to each phase was calculated using Darcy’s law.

Oil relative permeabilities for the reservoir rock during forced water injection (i.e., negative capillary pressure) were determined from a single speed (2500 RPM = -70kPa) centrifuge displacement applying Hagoort’s analytical method39 to compute relative permeability. Fluid production was monitored using an automated centrifuge system (CENTAS). Production data were recorded every two seconds at the beginning of the displacement and then at increasing intervals up to every five minutes. The experiment run for 14 hours.

Thin Section Analysis. Thin sections were prepared from the end pieces of the core plugs used in the experiments. Back-scattered SEM (BSE) images of the thin sections were binarised and analysed using a KONTRON KS400 image.
analyser. An erosion-dilation algorithm was used to partition the sandgrain matrix into discrete grains. We measured the diameter of each grain and constructed a grain-size distribution curve. Cathodoluminescence images were used to distinguish quartz cement from the original detrital grains.

The measured grain diameter is correct only if the thin section cuts through the centre of the grain. The ratio of the measured grain diameter to the quartz cement thickness was used to determine whether or not the section cuts close to the grain centre. If this ratio is below a pre-defined cut-off value, which depends on the degree of quartz cementation, the grain diameter is assumed to be non-representative and the grain is removed from the grain-size distribution curve.

The porosity of the sample is defined as the fraction pore area contained in the BSE image. It is determined by first thresholding the epoxy-filled pore space from the rock matrix and then measure the corresponding area. The total amount of clay is determined similarly. The BSE-signals from clays fall in-between the epoxy and quartz/feldspar signals. By thresholding the clay one may thus measure the total amount of clay in the image. The clay texture is determined visually.

Sandstone Reconstruction

The results from the thin section analyses are used to reconstruct 3-D sandstone models. The reconstruction algorithm has been described in detail previously. The essence of our approach is to build sandstone models which are analogs of actual sandstones by stochastically model the results of the main sandstone forming processes - sedimentation, compaction, and diagenesis. In the present work, the modeling of the sedimentation and compaction processes are identical to that described previously. The diagenesis modeling has been extended to include non-uniform quartz cement overgrowth and microporous pore-lining and pore-filling clays or cements.

In our initial attempt at modeling quartz cement overgrowth, the radii of all the sandgrains were increased uniformly. As shown by Schwartz and Kimminau, more realistic algorithms can be defined by letting the rate of cement growth depend on the direction of growth. For each direction \( r \) (measured from the grain centre), we define the length \( l(r) \) as the distance between the surface of the original spherical grain and the surface of its Voronoi polyhedron. The rate of increase of the distance \( L(r) \) between the grain centre and the pore-grain surface is controlled by a cement growth exponent \( \alpha \) according to the formula

\[
L(r) = R_o + \min(a l^{\alpha}, l)
\]

where \( R_o \) is the radius of the original spherical grain and \( a \) simply controls the amount of cement growth (i.e., the porosity). The effect of the growth exponent \( \alpha \) is illustrated in Fig. 1. Positive values of \( \alpha \) favour growth of cement in the directions of large \( l(r) \) (i.e., the pore bodies). There is a

![Fig. 1—Cross-sections of computer generated models illustrating the effect of increasing volumes of quartz cement overgrowth for negative (left) and positive (right) values of the cement growth exponent.](image)
clear tendency to form sheet-like pores as the porosity decreases. This ensures that the pore space remains interconnected down to very low porosities. Negative values of $\alpha$ favour growth toward the directions with the smallest $l(r)$ (i.e., the pore throats). Pore throats thus tend to be closed off as the porosity decreases. This increases the tortuosity of the medium and the porosity (i.e., threshold percolation porosity) at which the connectivity of the pore space vanishes is higher than that for $\alpha > 0$. If $\alpha = 0$, quartz cement deposits as concentric overgrowth on the grains.

Many varieties of clays or cements may precipitate in the pore space during the diagenetic stages. Diagenetic clays clog and sub-divide pore space and generate microporosity. Pores within the microporosity are typically one or two orders of magnitude less than the intergranular pores. We assume that the permeability of these pores is negligible compared to that of the intergranular pore space.

The morphology of the common diagenetic clays can be divided into three broad categories: pore-lining, pore-filling, and pore-bridging. Pore lining clays typically form thin crystals which grow radially outward from the surface of the detrital grains. Typical examples are chlorite, illite, and smectite. Pore-lining clays are modeled by randomly precipitating clay particles (voxels) on the surfaces of the detrital grains or the quartz cement.

**Pore-filling clays** such as pseudo-hexagonal booklets of kaolinite are modeled using a clay clustering routine which causes clay particles (voxels) to precipitate preferentially in randomly selected pore bodies. Fig. 2 shows that pore-filling clays tend to form tight clusters of particles which clog or block off pore throats even at relatively high porosities. The presence of pore-filling clays thus increases the tortuosity of the medium significantly.

The morphology of the clay and the total amount of clay to be precipitated in our models are determined from petrographical analyses of thin sections. Pore-bridging clays are currently not implemented.

**Pore Network.** An example of a reconstructed pore space is shown in Fig. 3. Although it is possible to perform flow simulations directly on the chaotic pore space, either by numerically solving the Navier Stokes equation or by applying a Lattice Boltzmann simulation, it can only be done at considerable computational expense. It is therefore convenient to construct a pore network which replicates the essential features of the pore space that are relevant to fluid flow. The transformation of the reconstructed pore space into a pore network and the topological and geometrical characterisation of the network has been described in detail previously.

**Pore Shape.** A key characteristic of real porous media is the angular corners of pores. Angular corners retain wetting fluid and allow two or more fluids to flow simultaneously.
through the same pore. Pores which are angular in cross-section are thus a much more realistic model of the pore structure than the commonly applied cylindrical shape. In the present work, the shape of every pore body and throat is described in terms of a dimensionless shape factor $G$ which is defined as

$$
G = \frac{A}{s^2}
$$

where $A$ is the average cross-sectional area of the pore body or throat and $s$ is the corresponding perimeter length. The area and perimeter length are determined by standard image analysis techniques. The shape factor replaces the irregular shape of a pore body or throat by an equivalent irregular triangular shape. It ranges from zero for a slit shaped pore to 0.048 for an equilateral triangular pore.

It is useful to relate $G$ to the actual shape of the pore body or throat. From elementary geometry, $G$ may be expressed as

$$
G = \frac{1}{4} \left( \sum_{i=1}^{3} \frac{1}{\tan \beta_i} \right)^{-1}
$$

where $\beta_i$ is the corner half angle ($\beta_1 \leq \beta_2 \leq \beta_3$). Obviously, a single value of $G$ corresponds to a range of shapes. The combinations of $\beta_1$ and $\beta_2$ which give a constant $G$ is

$$
G = \frac{\sin (2\beta_1)}{2} \left( 2 + \frac{\sin (2\beta_1)}{\sin (2\beta_2)} \right)^{-2}
$$

For a given $G$, the minimum and maximum allowed values of $\beta_2$ are found from Eq. (4) by setting $\beta_2 = \beta_1$ and $\beta_2 = \pi/4 - \beta_1/2$, respectively. In the present work, corner angles are assigned to pore bodies and throats by first randomly selecting $\beta_2$ ($\beta_{2,\text{min}} \leq \beta_2 \leq \beta_{2,\text{max}}$). The remaining angles may then be determined from Eq. (3).

Flow in the Network

We wish to simulate two-phase flow in our pore networks. The displacing fluid is injected through an external reservoir which is connected by pore throats to every pore body on the inlet side of the network. The displaced fluid escapes through the outlet face on the opposite side. Periodical boundary conditions are imposed along the sides parallel to the main direction of flow.

We assume that capillary forces dominate at the pore-scale. This is a reasonable assumption for low capillary number ($10^{-6}$ or less) processes which are typical of most reservoir displacements. In the following, we present a precise description of the different pore-scale displacement mechanisms which may occur in the pore network during primary drainage and water injection.

Primary Drainage. Initially, the network is fully saturated with water and is strongly water wet. Oil then enters the network representing migration into the reservoir. At every stage of the process, oil invades the available pore body or throat with the lowest threshold capillary pressure. This forms the basis for the invasion percolation algorithm used previously to model drainage processes.

Threshold or entry capillary pressures are calculated using the Mayer & Stowe and Princen (MS-P) method. The details of the calculations are given in Appendix A. The threshold capillary pressure is governed by both the pore shape and the receding contact angle $\theta_r$.

$$
P_c^r = \frac{\gamma (1 + 2\sqrt{\pi G}) \cos \theta_r}{r} F_d(\theta_r, G)
$$

where $r$ is the inscribed radius of the pore body or throat. In general, the function $F_d$ is dependent on the particular corner angles and is thus not universal for a specific $G$. In practice, however, $F_d$ varies little for a given $G$. This is illustrated in Fig. 4 which shows the full variation in $F_d$ when water is present at least one of the corners. For strongly water wet systems $(i.e., \theta_l = 0^\circ)$, $F_d = 1$.

Wettability Alteration. When oil initially invades a water filled pore body or throat, a stable water film protects the pore surface from wettability change by adsorption. At a critical capillary pressure, the film collapses to form a molecular thin film. This allows surface active components in the oil to adsorb on the pore surface. The capillary pressure at which the water film ruptures depends on the curvature of the pore wall and on the shape of the disjoining pressure isotherm. Kovscek et al., present a detailed analysis of this scenario for star-shaped pores. Blunt recently extended the analysis to square pores and presents a parametric model for the critical capillary pressure at which the water film collapses. A similar approach is adopted here.
contact angle $\theta_a$ is different from $\theta_r$. This is always true for mixed wet systems where $\theta_a$ may be much larger than $\theta_r$.

In this case, there is a range of capillary pressure where the invading interface remains pinned. As the capillary pressure drops, the interface remains fixed in place and the contact angle adjusts to a new value $\theta_a$. The hinging angle $\theta_a$ can acquire any value between $\theta_r$ and $\theta_a$. Water enters the throat once the capillary pressure is lowered sufficiently that $\theta_a$ is reached. The calculation of the threshold capillary pressure for this case is given in Appendix A.

Solutions for the normalised threshold capillary pressure ($P_{c,*} = rP_c / \gamma$) shows that spontaneous imbibition ($P_{c,*} > 0$) by piston type displacement always occurs for $\theta_a$ less than $90^\circ$ and may occur for $\theta_a$ much greater than $90^\circ$ (Fig. 5). The maximum advancing angle at which spontaneous imbibition occurs is given by

$$\theta_{a,max} = \cos^{-1} \left[ \frac{-4G\gamma cos(\theta_r + \beta_1)}{P_{c,\text{max}}/\gamma - \cos \theta_r + 12G \sin \theta_r} \right]$$

where $P_{c,\text{max}} = rP_{c,max} / \gamma$. The maximum advancing angle for spontaneous imbibition thus depends on $P_{c,max}$, $G$, and $\theta_r$, which, in turn, determines the residual water saturation in oil invaded pores. This is illustrated in Fig 6 which shows that $\theta_{a,max}$ and therefore spontaneous imbibition decreases when the residual water saturation is reduced.

If the advancing angle is greater than $\theta_{a,max}$, the water invasion is forced. Forced water invasion is analogous to the oil drainage process. If $\theta_a > 90^\circ + \beta_1$, the entry capillary pressure may be determined from Eq. (5). If $\theta_a < 90^\circ + \beta_1$, the threshold capillary pressure is given by

$$P_{c,*} = \frac{2\gamma \cos \theta_a}{r}$$

**Water Injection.** The capillary pressure drops during water injection and water first invades the available water wet pore bodies and throats. Pore-scale displacement mechanisms for strongly wetting systems have been described by Lenormand et al.\textsuperscript{35}. There are three types of displacements: piston type, pore body filling, and snap-off. Below we summarise the behaviour and the threshold capillary pressures for each of these displacement in mixed wet pores.

**Piston Type.** This refers to the displacement of oil from a pore throat by an invading interface initially located in an adjoining water filled pore body. If there is no contact angle hysteresis, the threshold capillary pressure is the same as for drainage (Eq. (5)). In a more realistic scenario, the advancing
Fig. 6—Effect of initial water saturation on the maximum contact angle at which spontaneous imbibition by piston type displacement occurs. The receding angle is zero.

Pore body filling. The threshold capillary pressure for pore body filling is limited by the largest radius of curvature required to invade the pore body. This radius depends on the size of the pore body and on the numbers of connecting throats filled with oil. For a pore body with coordination number \( z \), there are \( z-1 \) such mechanisms, referred to as \( I_1 \) to \( I_{z-1} \). If only one of the connecting throats contain oil (i.e., \( I_1 \)), the filling of the pore body is similar to that of a piston type invasion and the threshold capillary pressure is the same as for the corresponding piston type displacement.

The threshold capillary pressures for the \( I_2 \) to \( I_{z-1} \) mechanisms are more complex, especially for the chaotic networks used in the present work. Blunt\(^2\) presents a parametric model for this and a similar approach is used here. If \( \theta_a < \theta_{a,\text{max}} \), the mean radius of curvature for filling by an \( I_n \) mechanism is computed as

\[
R_n = \frac{1}{\cos \theta_a} \left( r_p + \sum_{i=1}^{n} b_i r_i x_i \right)
\]

where \( r_p \) is the pore body radius, \( b_i \) are input parameters, \( r_i \) are the radii of the oil filled throats, and \( x_i \) are random numbers between zero and one. The threshold capillary pressure is \( P_{c,n} = 2 \gamma R_n \). If \( \theta_a > \theta_{a,\text{max}} \), the water invasion is forced and the threshold capillary pressure is the same as for the \( I_1 \) mechanism.

Snap-Off. Snap-off refers to the invasion of an oil filled pore space by arc menisci (AMs) which always exist in the corners of oil filled pore bodies and throats. In the absence of contact angle hysteresis, the AMs remain pinned at the position established at \( P_{c,\text{max}} \) until the hinging angle in the sharpest corner equals \( \theta_a \). Further decrease in the capillary pressure causes the AM to advance towards the centre of the pore space. Eventually, this AM meets another AM, causing snap-off. If \( \theta_a < 90^\circ - \beta_1 \), the curvatures of the AMs are positive and snap-off occurs at a positive capillary pressure. The capillary pressure at which this occurs can be calculated from elementary geometry (Appendix A). In contrast to piston type invasion, spontaneous imbibition by snap-off only occurs for \( \theta_a < 90^\circ \) (Fig. 7).

If there is contact angle hysteresis, the AMs remain pinned at the position established at \( P_{c,\text{max}} \) until the hinging angle in the sharpest corner equals \( \theta_a \). If \( \theta_a > 90^\circ - \beta_1 \), the curvatures of the AMs are negative and the invasion is forced. Once the hinging angle in the sharpest corner has increased to \( \theta_a \), the AM advances towards the centre of the pore space. This causes the absolute value of the negative curvature to decrease. The AM is thus unstable and the pore body or throat immediately fills with water. The threshold capillary pressure for this process depends on the curvature of the AM when it begins to move. It is given by

\[
P_{c}^e = P_{c,\text{max}} \frac{\cos(\theta_a + \beta_1)}{\cos(\theta_a + \beta_1)} \quad \theta_a \leq 180^\circ - \beta_1
\]

\[
P_{c}^e = P_{c,\text{max}} \frac{-1}{\cos(\theta_a + \beta_1)} \quad \theta_a \geq 180^\circ - \beta_1
\]

Formation of Oil Films. Piston like advance in a mixed wet pore body or throat leaves the centre of the pore space filled with water. If \( \theta_a > 90^\circ + \beta_1 > \theta_{a,\text{max}} \), a film of oil may be left sandwiched in between the water in the corner(s) and...
the water in the centre. These films may significantly increase the connectivity of the oil phase and allow oil mobility down to very low saturations.

Similar to Blunt\textsuperscript{32}, we assume that the oil film in a corner is stable until the two oil-water interfaces on either side of the film meet. The critical capillary pressure at which an oil film in a corner $i$ collapses is thus given by

$$
\frac{P_c}{P_{c,\text{max}}} = \frac{\sin \beta_i}{\cos \theta_i + \beta_i} \left( 1 - \frac{1}{d \cos \beta_i + \sqrt{1 - d^2 \sin^2 \beta_i}} \right)
$$

where $d = 2 + \cos \theta / \sin \beta$.

### Fluid Volumes and Conductances

Pore bodies and throats are assumed to have a triangular cross-section with area $A = r^2 / 4G$. When water is present as AMs in the corners of a pore body or throat, the area occupied by the water is given by

$$
A_w = r^2 \sum_{i=1}^{3} \left[ \frac{\cos \theta \cos(\theta + \beta_i)}{\sin \beta_i} - \frac{\pi}{2} \left( 1 - \frac{\theta + \beta_i}{90} \right) \right]
$$

where $r_w = \gamma / \rho c$ is the radius of curvature of the AMs and $\theta$ can be $\theta_r$, $\theta_w$, or $\theta_a$ depending on the circumstances. When oil films are present in the corners of a pore body or throat, the area occupied by the oil is

$$
A_o = r^2 \sum_{i=1}^{3} \left[ \frac{\cos \theta \cos(\theta - \beta_i)}{\sin \beta_i} - \frac{\pi}{2} \left( \frac{\theta - \beta_i}{90} - 1 \right) \right] - A_w
$$

where $A_w$ is given by Eq. (13) and the sum only includes the corners where oil films exist. The volume of water or oil is assumed to be the fraction of the cross-section occupied by the phase multiplied by the total pore body or throat volume. The volume of trapped fluid is computed using the capillary pressure at which the fluid was first trapped. The overall saturation of each phase is found by adding the volume of each phase in every pore body and throat and dividing by the total pore volume of the network.

**Conductances.** The hydraulic conductance of completely filled pore bodies and throats is computed by assuming a Poiseuille law relation between the flow rate $q$ and the pressure gradient $\nabla P$

$$
q = -g \nabla P
$$

At low Reynolds numbers, incompressible flow in a straight horizontal pore body or throat may be described in dimensionless form as

$$
\frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = -1
$$

where the independent space variables $y = Y \sqrt{A}$ and $z = Z \sqrt{A}$. The dimensionless velocity $u$ is defined as

$$
u = \frac{v \mu}{A(-dP/\partial x)}
$$

The boundary condition is that $u=0$ along the walls of the pore body or throat. Eq. (16) was solved using a standard finite difference method. Hydraulic conductances were determined by integrating the computed velocity field over the pore body or throat cross-section.

Computed conductances for different shaped triangular pores are shown in Fig. 8. The functional dependency between $g$ and the shape factor $G$ is almost linear and is closely approximated by

$$
g = \frac{3A^2G}{54} = \frac{3r^2A}{2G}
$$

If oil occupies the centre of a pore body or throat with water present as AMs in the corners, the oil conductance is found from Eq. (18), but with $A$ replaced by the cross-sectional area occupied by oil.

![Fig. 8—Computed dimensionless conductances ($g\mu/A^2$) as a function of the shape factor for different triangular shaped pores.]

When water is present as AM in a corner $i$ with a contact angle less than $90^\circ - \beta$, the water conductance is

$$
g_{w,i} = \frac{r^2 \omega_{w,i}}{C_{w,i} \mu}
$$

where $C_w$ is a dimensionless flow resistance factor which accounts for the reduced water conductivity close to the pore walls. Numerical solutions of the corner flow problem\textsuperscript{56} show that $C_w$ depends on the corner geometry, the contact...
angle, and the boundary condition at the oil-water interface. The total conductance is the sum of all the corner conductances.

If the contact angle is greater than 90°, the curvature of the AM is negative and we do not have an exact expression for the conductance. In this case, we use an approximation based on Eq. (19) which may be written as

\[ g_{w,j} = \frac{A_{w,j}}{C_{w,j} \kappa_{i}\mu} \]  

(20)

where \( C_w \) is evaluated at \( \theta = 0^\circ \) and \( \kappa \) is given by

\[ \kappa_i = \frac{\cos \beta_i}{\sin \beta_i} + \frac{\pi}{2} \left( 1 - \frac{\beta_i}{90} \right) \]  

(21)

If oil films are present in the corners of a pore body or throat, the oil conductance is found from Eq. (20) but with \( A_w \) replaced by \( A_o \). This is an approximation since the geometry of the oil film is different to that of a water AM32.

**Macroscopic Properties.** For laminar flow, the flow rate of liquid \( i \), runs over all the pore throats which are connected to pore body \( I \) and \( J \) is given by

\[ q_{i,IJ} = \frac{g_{i,IJ}}{L_{IJ}} (P_{I,J} - P_{i,J}) \]  

(22)

where \( L_{IJ} \) is the spacing between the pore body centres. The effective conductance \( g_{i,IJ} \) is assumed to be the harmonic mean of the conductances of the throat and the two pore bodies themselves, i.e.,

\[ \frac{L_{IJ}}{g_{i,IJ}} = \frac{L_i}{g_{i,I}} + \frac{1}{2} \left( \frac{L_i}{g_{i,J}} + \frac{L_J}{g_{i,I}} \right) \]  

(23)

where the subscript \( t \) denotes the pore throat. We impose mass conservation at each pore body, which means that

\[ \sum J q_{i,J} = 0 \]  

(24)

where \( J \) runs over all the pore throats which are connected to pore body \( I \). Eqs. (22-24) give rise to a set of linear equations for the pore body pressures.

The permeability of the network is computed by imposing a constant pressure gradient across the network and letting the system relax using a conjugate gradient method to determine the pore body pressures. From the pressure distribution, we calculate the total flow rate and thus the permeability using Darcy’s law. Relative permeabilities are computed similarly.

At various stages of the displacement, we compute the pressure drop in each phase separately. The saturation and the total flow rate in each phase are also calculated. Relative permeabilities may then be determined from Darcy’s law.

Because of the analogy between Poiseuille’s law and Ohm’s law, the flow of electrical current in the network is also described by Eqs. (22-24), but with pressure replaced by voltage and hydraulic conductance by electrical conductance. The electrical conductance \( g_e \) is assumed to depend only upon the geometry of the pore body or throat (i.e., pore walls are insulating) and is given by

\[ g_e = \sigma_w A \]  

(25)

where \( \sigma_w \) is the electrical conductivity of the fluid which fills the pore network. The electrical conductivity \( \sigma \) of the pore network is computed by applying a constant voltage drop across the network and then using Eq. (22) to find the flow of current between each pore body. From this one may calculate the total current and thus the formation factor, \( FRF = \frac{\sigma_e}{\sigma} \).

**Results**

**Fontainebleau sandstone.** The sandstone reconstruction algorithm was validated by comparing a reconstructed sample of Fontainebleau sandstone with microtomographic images of the actual sample. Fig. 9 compares the standard deviation in local porosity for the two samples. Local porosity distributions were measured using a moving box technique with a logarithmic increase in box size. This ensures that both local and global variations in porosity are captured. The model closely mimics the actual sample, except at large box sizes where the variation in porosity is too small. This suggests that the reconstructed model does not capture all of the global heterogeneities which are present in the real sample.

Fig. 9—Standard deviation in local porosity for a reconstructed model and a micro-CT image of a Fontainebleau sandstone.

The horizontal and vertical two-point correlation functions were computed as a function of varying box size and distance, thus covering both local and global correlations. These correlation functions may be represented as 2-D surfaces and are shown in Fig. 10. The correlation functions for the two samples are very similar. Statistical analysis (ANOVA) shows that there is no significant differences within the level of noise we experience (1000 replications for each box size-distance combination).
EXTENDING PREDICTIVE CAPABILITIES TO NETWORK MODELS

Bourbie and Zinszer\(^{57}\) performed extensive laboratory measurements of the hydraulic properties of Fontainebleau sandstone. The Fontainebleau sandstone is an aeolian fine grained quartzite. Thin section analyses reveal that it is well sorted with an average grain size of around 200µm. The porosity and permeability, however, vary widely. The variation in these properties is predominantly due to variation in the volume of quartz cement overgrowth. Using the reconstructed model as basis, we generated models with different porosities by varying the amount of quartz cement overgrowth. The value of the cement growth exponent \(\alpha\) was 0.6 for all the models.

The predicted permeability versus porosity trend is compared with the experimental data of Bourbie and Zinszer\(^{57}\) in Fig 11. Although the measured permeabilities span nearly five orders of magnitude, the predicted permeability versus porosity trend is in good agreement with the experimental one. Fig 11 shows that there is a change in the permeability versus porosity trend at approximately 10 to 13% porosity. Our simulation results show that this corresponds to the porosity at which quartz cement begins to close off pore throats. This increases the tortuosity of the medium and the permeability declines more rapidly.

Fig 12 compares predicted and measured formation factors for Fontainebleau sandstone. The predicted formation factors are also in good agreement with the measured ones, except for some deviations at high porosities where we tend to underestimate the formation factor. These results demonstrate that our sandstone models and their network representations adequately predict single phase transport properties for this texturally and diagnostically simple quartz sandstone.

Bentheimer Sandstone. Thin section images of the Bentheimer core plugs described earlier were analysed and used to reconstruct two realisations of each sample. The main input parameters for the reconstruction algorithm are summarised in Table 5. Simulated petrophysical properties for the reconstructed samples are compared with measured values in Table 6.
The predicted porosities are 2-3 porosity units less than the plug porosities which were measured with a Helium porosimeter. The discrepancy between measured and predicted porosity is most likely due to differences in the amount of microporosity which is difficult to determine accurately from thin section analyses. Predicted formation factors are in good agreement with the experimental data whilst the predicted permeabilities are approximately 30% higher than the measured ones. This suggests that we overestimate the hydraulic conductance of pore bodies and throats. One possible explanation for this may be that surface roughness is not accounted for in our expression (Eq. (18)) for the hydraulic conductance.

Primary drainage and waterflood displacements were simulated on each of the realisations. In all the simulations the receding contact angle was zero whilst the advancing contact angle for oil invaded pore bodies and throats was randomly distributed between 30° and 50°. This is in agreement with contact angle measurements on quartz.

Fig. 13 compares simulated and measured drainage capillary pressures. The calculated capillary pressures are the average for the six realisations. The predicted capillary pressure curve is in good agreement with the measured data and we correctly predict the threshold displacement pressure and the low connate water saturation. For the high capillary pressures established at the end of the primary drainage simulations, oil has invaded almost all of the intergranular pore space. The connate water saturation is thus mainly made up of water present in the corners of oil invaded pore bodies and throats and water present in the microporosity which is assumed to be impermeable.

Simulated primary drainage and waterflood relative permeability curves are compared with experimental data in Fig. 14. Although the predicted results are the average of only six realisations, the comparison shows that the network model reproduces the experimental characteristics of the measured data and correctly predicts the waterflood residual oil saturation. At low water saturations, the predicted water permeability is larger than the measured one. This suggest that we overestimate the water conductance in the corners of oil invaded pore bodies and throats. The expression for the corner water conductance (Eq. (19)) assumes a perfectly sharp corner with smooth pore walls. In reality, the pore walls are irregular and rough and their curvature is not zero. Both surface roughness and pore wall curvature can reduce the water conductance.

Reservoir Rock. The main clay component in the reservoir rock samples is pore-filling kaolinite. In addition, the samples contain lesser amounts of clay pseudomorphs after K-feldspar, carbonate cement, pyrite, and trace amounts of chlorite. For simplicity, we model all of this as pore-filling clay or cement. Input parameters for the reconstruction algorithm are given in Table 5. Two realisations of each core plug were reconstructed. The predicted porosities and permeabilities are given in Table 6.

The predicted porosities are about five porosity units less than the Helium porosities. This may be because we underestimate the amount of microporosity or because the thin sections are not fully representative of the core plugs (i.e., heterogeneity). The predicted permeabilities are in fair agreement with the measured values.

As mentioned before, the reservoir rock samples display a mixed wettability. Unfortunately, it is not possible to know a priori what fraction of the pore space which is mixed wet nor the contact angles which should be assigned to the water wet...
and mixed wet regions of the pore space. Instead, we investigate how the waterflood residual oil saturation $S_{or}$ depends on the fraction $f$ of oil invaded pore bodies and throats which become mixed wet.

**Fig. 15** shows how $S_{or}$ depends on the fraction of mixed wet pore bodies and throats. In all the simulations, the advancing contact angle for mixed wet pore bodies and throats is 180° whilst $\theta_a$ for the water wet regions is 40°. The receding angle is 20°. For small $f$, the mixed wet regions of the pore space do not form a continuous cluster. Oil is thus trapped in the mixed wet regions of the pore space and $S_{or}$ increases almost linearly with $f$. At a critical $f$ (around 0.62), mixed wet pore bodies and throats first form a continuous flow path to the outlet. Forced water injection can then displace oil and $S_{or}$ drops sharply. These results are in qualitative agreement with those reported by Blunt.32

The experimentally determined $S_{or}$ for the reservoir rock is 5%. From **Fig. 15** this corresponds to $f = 0.85$. Predicted waterflood capillary pressure and relative permeability curves for this case are shown in **Fig. 16**. The simulated capillary pressure curve is in fair agreement with the experimental data except at low oil saturations. At low oil saturations, the simulated capillary pressure curve displays a sharper break than the experimental data. This suggests that the reconstructed sample has a narrower pore size distribution than the actual sample and that some of the smaller pores are not included in the model. In order to capture the presence of these small pores, the resolution of the reconstructed model must be increased. This, however, can only be done at considerable computational expense.
The agreement between the predicted and measured oil relative permeabilities is encouraging. In spite of the necessarily approximate nature for the distribution of water wet and mixed wet pores as well as the uncertain estimates for both the contact angles and the oil film conductance, the predicted and measured oil relative permeability curves display the same generic behaviour. Both the experiments and the simulations show that continuous oil films allow low oil saturations to be reached during forced water injection. However, the oil relative permeability is very low.

The fair agreement between the predicted and measured transport properties for the three different reconstructed sandstones is encouraging. Although we need to examine a much larger group of petrographically and petrophysically heterogeneous rock samples, these preliminary results cautiously suggest that network modeling techniques may be used to a priori predict single and multiphase transport properties for real rocks.

Conclusions

1. Petrographical data obtained from image analysis of two-dimensional thin sections are used to reconstruct model sandstones which give a realistic description of the complex microstructure exhibited in real sandstones.

2. Image analysis techniques are used to transform the reconstructed pore space into a pore network which can be used as input to a network simulator.

3. Predicted permeabilities and formation factors of a reconstructed Fontainebleau sandstone model correspond well with published data over a wide range of porosity.

4. Predicted primary drainage and waterflood relative permeability curves for a water wet Bentheimer sandstone are in good agreement with experimental data.

5. Simulated waterflood capillary pressures and oil relative permeabilities for a mixed wet reservoir rock are in fair agreement with experimental measurements.

Nomenclature

\[ A = \text{cross-sectional area} \]
\[ a = \text{parameter controlling the amount of cement growth} \]
\[ b = \text{input parameter, Eq. (9)} \]
\[ C = \text{corner resistance factor} \]
\[ FRF = \text{formation factor} \]
\[ f = \text{fraction of mixed wet pore bodies and throats} \]
\[ G = \text{pore body or throat shape factor} \]
\[ g = \text{conductance} \]
\[ k = \text{permeability} \]
\[ k_r = \text{relative permeability} \]
\[ L = \text{length} \]
\[ L_b = \text{distance between pinned contact line and corner} \]
\[ l = \text{distance between surface of grain and its Voronoi polyhedron} \]
\[ P = \text{pressure} \]
\[ P_c = \text{capillary pressure} \]
\[ P_c^* = \text{threshold capillary pressure for water film collapse, Eq. (6)} \]
\[ P_{c,max} = \text{maximum capillary pressure reached during primary drainage} \]
\[ q = \text{volumetric flowrate} \]
\[ R_o = \text{radius of curvature for pore body filling} \]
\[ r = \text{radius} \]
\[ S_{or} = \text{residual oil saturation} \]
\[ s = \text{perimeter length} \]
$u = \text{dimensionless velocity}$

$v = \text{velocity}$

$\alpha = \text{cement growth exponent}$

$\beta = \text{corner half angle}$

$I = \text{input parameter, Eq. (6)}$

$\phi = \text{porosity}$

$\gamma = \text{interfacial tension}$

$\mu = \text{viscosity}$

$\Pi = \text{parameter controlling water film collapse}$

$\theta = \text{contact angle}$

$\rho = \text{density}$

$\sigma = \text{electrical conductivity}$

### Subscripts

$a = \text{advancing}$

$d = \text{drainage}$

$e = \text{electrical}$

$\text{eff} = \text{effective}$

$h = \text{hinging}$

$\text{min} = \text{minimum}$

$max = \text{maximum}$

$o = \text{oil}$

$p = \text{pore body}$

$pd = \text{primary drainage}$

$pt = \text{piston type}$

$s = \text{solid}$

$r = \text{receding}$

$t = \text{pore throat}$

$w = \text{water}$

### Superscripts

$e = \text{entry}$

$d = \text{drainage}$

$N = \text{normalised}$
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Appendix A - Threshold Pressures

Mason and Morrow applied the MS-P method to derive a general expression in terms of $G$ for the drainage threshold capillary pressure in strongly wetted triangular pores. This analysis was later extended to include the effect of contact angle and contact angle hysteresis in equilateral triangular pores. In the present work, we generalise this model to any.
Drainage. Capillary forces prevent oil from spontaneously entering water filled throats. Oil can only enter an available throat if the capillary pressure exceeds the threshold capillary pressure. At the threshold capillary pressure, oil enters the throat with a fixed curvature and displaces water from the central part of the throat, leaving some of the water as arc menisci (AMs) in the corners. In the absence of gravity, the curvature of these AMs is the same as the curvature of the invading interface.

The MS-P method for calculating threshold capillary pressures relies on equating the curvature, \(1/r_d\), of the AMs to the curvature of the invading interface. If the AMs are displaced a small distance \(dx\), the work of the displacement must be balanced by the change in surface free energy

\[
P_c A_{eff} \, dx = (L_{ow} \gamma_{ow} + L_{oa} \gamma_{oa} - L_{oa} \gamma_{oc}) \, dx \quad (A-1)
\]

where the subscript \(s\) denotes the solid, \(A_{eff}\) is the effective area occupied by oil, \(L_{ow}\) is the length of the solid wall in contact with oil, and \(L_{oa}\) is the perimeter length of the AMs. From Young’s equation, \(\gamma_{oa} - \gamma_{oc} = \gamma_s \cos \theta\), and Eq. (A-1) simplifies to

\[
P_c = \frac{1}{r_d} = \frac{L_{ow} + L_{oa} \cos \theta}{L_{oa} \gamma_{oa}} = \frac{L_{eff}}{A_{eff}} \quad (A-2)
\]

The curvature of the invading interface at the condition for invasion is thus given as the ratio of the effective perimeter to the effective area. \(A_{eff}, L_{ow}, \) and \(L_{oa}\) are readily determined from elementary geometry and are given by

\[
A_{eff} = A - 2r_d \sum_{i=1}^{3} \left[ \frac{\cos \theta_i \cos (\theta_i + \beta_j) \sin \beta_j}{\sin \beta_i} \right] - \frac{\pi}{2} \left( 1 - \frac{\theta_c + \beta_j}{90} \right)
= \frac{r^2}{4G} - r_d^2 S_1 \quad (A-3)
\]

\[
L_{oa} = \frac{r}{2G} - 2r_d \sum_{i=1}^{3} \frac{\cos(\theta_i + \beta_j)}{\sin \beta_i} = \frac{r}{2G} - 2r_d S_2 \quad (A-4)
\]

\[
L_{ow} = \frac{2\pi r_d}{180} \sum_{i=1}^{3} (90 - \theta_i - \beta_j) = r_d S_3 \quad (A-5)
\]

After a bit of algebra, we obtain a quadratic expression for \(r_d\) which has the solution

\[
r_d = \frac{r \cos \theta_c (1 \pm \sqrt{1 + 4GD \cos^2 \theta_c})}{4GD} \quad (A-6)
\]

where \(D = S_1 - 2S_{ow} \cos \theta_c + S_2\). The radius of curvature \(r_d\) is given by the valid root (smaller radius than the inscribed radius \(r\)) of Eq. (A-6) and may be expressed as

\[
\frac{r}{r_d} = P_c \frac{r}{\gamma_{ow}} = \cos \theta_c (1 + 2\sqrt{\frac{G}{\pi}}) F_d(\theta_c, G) \quad (A-7)
\]

where the function \(F_d(\theta_c, G)\) is given by

\[
F_d(\theta_c, G) = 1 + \sqrt{1 + 4GD \cos^2 \theta_c} \quad (A-8)
\]

In general, \(F_d(\theta_c, G)\) is dependent on the particular corner angles and is not universal for a specific \(G\). However, if AMs are present in all the corners, the expression for \(D\) becomes

\[
D = \pi \left( 1 - \frac{\theta_c}{60} \right) + 3 \sin \theta_c \cos \theta_c - \frac{\cos^2 \theta_c}{4G} \quad (A-9)
\]

is thus only dependent on \(\theta_c\) and \(F_d(\theta_c, G)\) is universal for a particular \(G\).

Piston Type. If there is contact angle hysteresis, the threshold capillary pressure for piston type invasion during water injection is different from that during drainage. The invading interface enters the throat once the curvature is lowered sufficiently that \(\theta_c\) is reached. The oil-water interfaces of the AMs in the throat remain pinned at the position \(L_{th}\) established at the end of the primary drainage, i.e.,

\[
L_{th} = r_p \frac{\cos \theta_c + \beta_j}{\sin \beta_i} \quad (A-10)
\]

where \(r_p = \gamma P_{c,max}\) and \(L_{th}\) is the distance between the pinned contact line and the corner \(i\). As the capillary pressure drops, the hinging angle of the pinned AMs adjusts to give the same curvature as for the invading interface. Provided that \(\theta_c\) is not too large, the invading interface meets these AMs at zero contact angle. The radius of curvature \(r_p\) of the AMs may be calculated by equating \(r_p\) to \(A_{eff}/L_{eff}\). The effective area \(A_{eff}\) is given by Eq. (A-3), but with \(r_p\) substituted for \(r_d\) and \(\theta_c\) replaced by the hinging angle \(\theta_{hi}\)

\[
\theta_{hi} = \cos^{-1}\left( \frac{r_p}{r_p} \cos(\theta_c + \beta_j) \right) - \beta_j \quad (A-11)
\]

The effective perimeter \(P_{eff}\) is given by

\[
P_{eff} = \cos \theta_c \left( \frac{r^2}{2G} - 2\sum_{i=1}^{3} L_{hi} \right) + \frac{2\pi r_p}{180} \sum_{i=1}^{3} \alpha_i \quad (A-12)
\]

where the angle \(\alpha_i\) is given by

\[
\alpha_i = \sin^{-1} \left( \frac{L_{hi} \sin \beta_j}{r_p} \right) \quad (A-13)
\]
The above equations constitute a non-linear system of equations which can be solved numerically for the radius of curvature \( r_{\text{pt}} \) and thus the threshold capillary pressure \( P_c = \gamma / r_{\text{pt}} \). The maximum advancing angle at which spontaneous imbibition occurs is given by Eq. (7) and corresponds to the limit when \( L_{\text{eff}} = 0 \). If \( \theta_a > \theta_{a,\text{max}} \), the threshold capillary pressure may be determined from Eqs. (5) or (8).

**Snap-Off.** If \( \theta_a < 90^\circ - \beta_i \), snap-off occurs when the advancing AM in the sharpest corner meets one of the other AMs. For small values of \( \theta_a \), all the AMs advance towards the centre of the pore space at \( \theta_a \) and snap-off occurs when the AMs in the two sharpest corners meet. This occurs at a threshold capillary pressure

\[
P_c = \frac{\gamma}{r} \left( \cos \theta_a - \frac{2 \sin \theta_a}{\cot \beta_1 + \cot \beta_2} \right) \tag{A-14}
\]

For larger values of \( \theta_a \), the AM in the largest corner may remain pinned whilst the two other AMs advance at \( \theta_a \). Snap-off then occurs either when the two advancing AMs meet or when the AM in the sharpest corner meets the pinned AM. The threshold capillary pressure for the first case is given by Eq. (A-14) whilst the threshold capillary pressure in the second case is

\[
P_c = \frac{\gamma}{r} \left( \cos \theta_a \cot \beta_1 - \sin \theta_a + \cos \theta_{a,3} \cot \beta_3 - \sin \theta_{a,3} \right) \tag{A-15}
\]

The event which actually takes place is the one occurring at the highest capillary pressure. Because the hinging angle depends on the prevailing capillary pressure, the above equation can not be solved analytically. If \( \theta_a > 90^\circ - \beta_i \), the curvatures of the AMs are negative and the threshold capillary pressure is given by Eq. (10) or (11).

**SI Metric Conversion Factors**

\[
\begin{align*}
\text{cp} & \times 1.0^* \quad \text{E–03} = \text{Pa} \cdot \text{s} \\
\text{md} & \times 9.869223 \quad \text{E–04} = \mu \text{m}^2
\end{align*}
\]

*Conversion factor is exact
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